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A Theory of Sentence Memory as Part of A General Theory of Memory
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We describe an ACT-R model for sentence memory that extracts both a parsed surface representation and ¢
propositional representation. In addition, if possible for each sentence, pointers are added to a long-term mem-
ory referent which reflects past experience with the situation described in the sentence. This system accounts for
basic results in sentence memory without assuming different retention functions for surface, propositional, or
situational information. There is better retention for gist than for surface information because of the greater com-
plexity of the surface representation and because of the greater practice of the referent for the sentence. This
model’s only inference during sentence comprehension is to insert a pointer to an existing referent. Nonetheless,
by this means it is capable of modeling many effects attributed to inferential processing. The ACT-R architecture
also provides a mechanism for mixing the various memory strategies that participants bring to bear in these ex-
periments® 2001 Academic Press

Key Words:sentence memory; ACT-R theory; surface information; propositional information; situational in-
formation; inferential processing.

In his 1998 book, Kintsch writes: “We don't Kintsch’s and closer to what is characterized as
need a special theory of sentence memory: the minimalist hypothesis of sentence process
we understand sentence comprehension (the i@y (McKoon & Ratcliff, 1992, 1995).
theory) and recognition memory (the list-learn- This article demonstrates, even more strongly
ing literature), we have all the parts we neethan has Kintsch, that there is nothing specia
for a sentence recognition model” (p. 263). Chbout sentence memory. An important novel
is Kintsch's construction-integration theoryconclusion from this theory is that there are no
(Kintsch, 1988, 1998) and he adopts Gillundlifferent retention functions for the three forms
and Shiffrin’s (1984) SAM model of memory to of memory that have been postulated to encod
account for sentence memory. In this article wenformation about a sentence (e.g., Fletcher
argue for a conclusion that has a similar spirit—1994; Graesser, Singer, & Trabasso, 1994
which is that the established results on sentenégntsch, 1998)—surface code (exact words anc
memory also follow from the ACT-R cognitive syntax), textbase (propositions asserted in th
architecture (Anderson & Lebiere, 1998). ACT+ext), and situation model (inferences con-
R bears similarity to SAM but is a more com-tributed from long-term memory). A single re-
plete theory of cognition because it contains &ention function contrasts with a frequent as-
model of cognitive control. As such we can di-sumption (e.g., Anderson, 1974, 2000; Brainerc
rectly embed in it a theory of sentence compre& Reyna, 1995; Kintsch, Welsch, Schmalhofer,
hension. Because of some of the architectur8l Zimny, 1990) that the superficial surface in-
commitments of ACT-R, the theory of sentencéormation is more rapidly forgotten than the
comprehension is somewhat different thapropositional information, which is in turn for-

gotten more rapidly than the situation informa-
This research was supported by Grant N00014-96-1-048PN. However, we do not challenge the concep
from the Office of Naval Research. We thank Alex Petro@f the three levels of representation—althougt
and Charles Brainerd for their comments on earlier drafts i keeping with ACT-R’s minimalist leanings,
thii(?(;triglsi correspondence and reprint requests to Johnwe offer a somewhat Spartan interpretation o
Anderson, Deparfment of Psychoil)ogy, anrnegie MelloxﬁIat the S't!'latlon information amounts to.
University, Pittsburgh, PA 15213. E-mail: f@cmu.edu, [N this article we present ACT-R models for a
ralucav+ @cmu.edu, or reder@cmu.edu. number of sentence memory tasks that empha
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size different subsets of these three representative memory are chunks. Since we want tc
tions. In each case we present models that actmake the point that the ACT-R assumptions we
ally perform in real time the tasks described irare using for sentence memory apply generall
the literature. These models can be run and ithroughout cognition, we first illustrate them
spected by going to theublished Modeléink at  with respect to mathematics. For instance, con
http://act.psy.cmu.edu. The real-time nature afider a student in the midst of solving the fol-
these models is significant because constraints tmwing multicolumn addition problem:

processing time force the models in the direction 336
of minimalist encoding. In ACT-R each produc- +848
tion rule applies serially and requires a minimum 4

of 50 ms and often more. When we apply ACT- . . )
to sentence processing we find there is just rirthe next production to apply might be:

enough time, at normal reading or listening rates
to do more than a minimal number of inferences.
We chose to model data sets that would di-

" IF the goal is to add n1 and n2 in a column
and n3 can be retrieved as the sum of n1

" and n2
rectly test two critical aspects of the ACT-R the- oo o o subgoal to write n3 in that
ory—its retention assumptions and its assump- column

tions about the speed of production rules. Some

of the data sets (Anderson, 1972, 1974; Reder’This production would retrieve the following

1982; Schustack & Anderson, 1979) that we . )
chunk from declarative memory encoding the

model are ones gathered from our own Iaboratp-ct that the sum of 3 and 4 is 7-

ries and in these cases the models that we da- '

scribe are ACT-R implementations of what are fact -

essentially the models that we already proposed, !S& addition fact

prior to the development of ACT-R. In these ~ addendl  three

cases we show that the earlier proposed models addend2  four

are consistent with the general ACT-R architec- SUm seven

ture. We also model other researchers’ data setsd embellish the goal with the information that

(Bower, Black, & Turner, 1979; Zimny, 1987).7 is the number that should be written out. Ther

Although we do not know these data sets as wellher productions would apply that might deal

as our own, they were chosen because thejth things like processing the carry into the

serve to test significant aspects of the theomolumn. The basic premise of the ACT-R theory

This article begins with a description of thas that cognition unfolds as a sequence of suc

ACT-R architecture, a minimal model for senproduction-rule firings where each rule can re-

tence processing and representation, and the tmeve chunks from declarative memory to trans-

derlying architectural assumptions that contrdbrm the goal state.

the behavior of the model. One of the major trends in the ACT theory de-
velopment from ACT* (Anderson, 1983) to the
THE ACT-R THEORY current ACT-R (Anderson & Lebiere, 1998) has

been a firmer commitment to the temporal grair
size at which cognition unfolds. Each produc-

The basic assumption throughout the devetion rule in ACT-R takes at least 50 ms to fire
opment of the ACT theory (e.g., Andersonand almost never much more than 500 ms. Thu
1976, 1983, 1993; Anderson & Lebiere, 1998)ve have bounded the time scale to an order c
has been that human cognition emerges througtagnitude and we will shortly describe the fac-
an interaction between a procedural memotgrs that determine just how long a production
and a declarative memory. The basic units oiile takes in the 50- to 500-ms range. The ACT
knowledge in procedural memory are produdR theory is also committed to the proposal tha
tions and the basic units of knowledge in declaonly one production rule can fire at a time.

General Architectural Commitments
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These commitments to a temporal grain size andChunk82

serial production-rule firing place severe con- isa semantic-chunk

straints on a theory of linguistic processing be-  parent revolves

cause ACT-R must complete all the steps needed child Sun

to comprehend a sentence in the short time typi- role center

cally allocated to sentence processing. referent revolution
context solar-system.

Representational Commitments .
P This chunk encodes the fact that tBen

Another significant constraint on the proposegeyes thecenter rolein that propositiort. An-
theory of language processing is that it must isther chunk would be used to encode that th
corporate the theory of declarative representati%nets serve the role of revolving objects. Tha
that was articulated in the theory of list Memong there is a separate link chunk for each argu
(Anderson et al., 1998) and was elaborated in thgant of the proposition. Note also that Salvucc
theory of analogy (Salvucci & Anderson, 2001)and Anderson added a new piece of informatior
In the theory of serial memory, declarativqq the link chunk: theeferentslot which points
chunks are used to encode the position of an ejg-the more general concept of the motion of
ment in a higher structure. Thus, a sequence lik&olution Sometimes it may be useful to think
“392 714 856" would be encoded in the hierasf the referent as the prototype of the particula
chical graph structure depicted in Fig. 1. EaGRstance that is represented. In Salvucci and An
node and link in this figure is a chunk. While thgierson’s model, the referent served to guide th
nodes contain no structural information (e.g., th&nalogy process. It can be also used to guid
leaf 3 in the graph is a chunk that encodes th@etaphor comprehension and other semantic ir
digit 3, with no information about it being part Ofterpretation processes (see Budiu, in prepare
this list), the links are more complex (for simpliction). The chunks we use to encode proposi
ity, in Fig. 1 we only show the structure of tWayjona| information in sentences are basically
link chunks; the other links are similar, though)igentical to the chunks introduced by Salvucci
As Fig. 1 shows, together with pointers to thgng Anderson. The referent link is important to
nodes that they connect (tiparent and child o, theory of situation memory.
slots), the link chunks maintain information |+ is worth noting that this representation
about the position of the child within the parentzkes what commonly had been thought of as
group. For instancé, the child ofGroupl, occu-  single proposition (e.g., “the planet revolves
pies the second position@roupland this infor- 5round the sun”) or a single group “(3 2 9)” and
mation is recorded in the slatle of the link that fragments it into multiple ACT-R chunks. This
connects) andGroupl Also, in order to be able fragmentation proved useful in list memory to

to keep track of different lists, it was important t@ccount for phenomena such as transposition e
have acontextslot in each link chunk and in this;ors_ |t also proved useful in the theory of anal-

these chunk-based processes produce manyjfplications for fragmentary sentence recall anc
the error patterns associated with serial memogy test these implications in this article.

(Anderson & Matessa, 1997).
Salvucci and Anderson (2001) elaborated arigepresentation of Sentential Information

the semantic effects found in the analogy literayycture of a sentence (Fig. 2a) similar to the
ture. Thus, to model the famous solar system
analogy (Genmer' 1983)’ they represented argux The actual names used to refer to the slots have bee

ments to a proposi_tion like “The planets re\_/O|V@1anged from those used by Salvucci and Anderson to facil
around the Sun” with a number of chunks like:itate current exposition.
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node in the graph reflects a chunk.
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FIG. 2. A comparison of the syntactic encoding of a sentence (a) with its propositional encoding (b).
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list representation (Fig. 1) and a representatidgic encoding (8 links) than in the propositional
for its propositional structure (Fig. 2b) that isencoding (3 links). The discrepancy is even
basically identical to the semantic representareater in the case of the passive sentfinee
tion developed in the Saluvcci and Andersowaiter was paid by Bglwhere the syntactic en-
(2001) model. Thus, for the senteri8eb paid coding has 10 links, while the propositional still
the waiter the syntactic representation is an erfias only 3. This greater difference in the numbe
coding of the actual parse tree of the sentena#: chunks accounts for the apparent superio
The nodes in this tree are either words Biady, memory for propositional information because
paid, andthe-waiteror nonterminals likeNP1, fewer things have to be retrieved to reconstruc
VP1, V'1,NP2 andSentenceIlThenull element the proposition than the syntax. The exact sur
in the verb phrase encodes potential verb auxface structure in Fig. 2a and the exact proposi
iaries. As before, the links are more completional structure in Fig. 2b depend on represents
chunks containing structural information. Theional assumptions that might be questioned bu
labels of the links represent the syntactic roleéke general principle is that the gist representa
that the children play within the parents (for intion will be a smaller representation encoding
stanceBobis the head oRP1, which is the first only significant aspects of the original sentence
argument ofSentence)l As in the solar system Thus, the model is committed to the prediction
representation, the link chunks also encode cd poorer memory for surface structure, not be-
referent, whose value denotes a more genecaluse of worse retention of the individual
concept (e.g., the link connectiégPlandBob chunks, but because there are more chunks. Tt
has the referenilP to denote that it is an in- more chunks there are, the more likely it is tha
stance of a noun phrase structure). Thetext something will be lost with delay. Ability to rec-
slot in the link representation keeps track of thegnize the exact sentence depends on all of tf
current sentence. elements being present in the surface represe!
Similarly, the semantic structure of the sentation. While the model predicts better memory
tence is encoded as a tree whose nodes are don-the meaning, it is not inconsistent with the
cepts or propositions and whose links represesibservation that surface memory can be im:
relationships among these concepts (see Fgoved by manipulations that focus attention or
2b). Thus, the link between the conceBOB* surface details (e.g., Kennan, MacWhinney, &
and the chunkProposition-4encodes the fact Mayhew, 1977; Murphy & Shapiro, 1994).
that *BOB* is the agent oProposition-4 The ACT-R predicts that memory for any chunk,
referent slot records that the relationship emsyntactic or semantic, will be enhanced by
coded is an instance of paying in a restaurantlikgeater processing. However, the theory doe
script. All the links in the representation of thigredict inferior surface memory in the absence
proposition can have the referent slot pointing tof special processing.
this referent. In general, the referent slot is filled Figure 3 is an attempt to illustrate the larger
with a pointer to some analogous past expestructure that is created when story sentences g
ence or generalization from past experienceattached to referents, in this case proposition:
Note that our “semantic representation” in Figirom a restaurant script. The big boxes, labelec
2b might better be termed a “gist representéStory” and “Restaurant,” represent the organiz-
tion.” It collapses, for instance, any semantiing units that are pointed to by the context slots
distinction between an active or passive seof the individual chunks encoding the links that
tence. Its essential feature is that it reduces thmake up the two sets of propositions. The
detail of the sentence down to its core meaningmaller boxes reflect the individual propositions
Again, because the links contain all the strut¢hat are pointed to by the parent slots. The ele:
tural information, their retrieval will be critical ments within the proposition boxes are pointed
for sentence recall. Note that there are mote by the child slots. The arrows reflect referent
chunks (in terms of both nodes and links, bdlots pointing from the chunks to the referent
links will be our primary interest) in the syntacproposition. This representation illustrates that
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story proposition (say the one farder in

Story Restaurant Proposition-2) but this has a referent link. Then

Proposition-1 Rest-Entering the participant can use this referent link to re-
Bob — ] r Person trieve the corresponding proposition. Further-
Enter Enter more, the participant can use the arguments i
Restaurant|~ Restaurant

Proposition-2

Rest-Seating

the referent proposition to infer the arguments ir
the story proposition (for instance, that a meal
was ordered). Being more adventuresome, pal

Bob Hostess o . .
om&\ Seat ticipants might also guess that other proposi
Meal N Person tions in the script occurred in the story even if

Proposition-3

Rest-Ordering

these propositions are not pointed to.

Bob Person Sentence Processing
Thank Order . .
Hostess Meal We now turn to describing productions th_at
perform three tasks during sentence processin
Proposition-4 Rest-Eating deriving a parse of the sentence, building &
E‘)b\ Eerson propositional representation, and trying to iden-
&y N at tify a referent for the proposition. This model
Waiter—3] Meal brop . .
\\ makes almost no effort at elaboration, i.e., em:
M Rest-Paying bellishment of the ideas in the sentence. The
Person reason for this is that the model is constrained t
Pay fit the data from experiments where participants
Waiter

are reading stories at the rate of at least a coup
of words per second. This implies no more thar
FIG. 3. A representation of the chunks in a story and few hundred mllllsecond_s to process eact
word and therefore constrains what can be ac
complished in that time. The one bit of embel-
lishment that the model will do is try to find a
the participant might not be able to find referentseferent for the sentence. Of course, when pai
for all the propositions in the story and that therdicipants are given more time to study they ofter
might not be story propositions correspondingngage in extensive inference and elaboratior
to all the propositions in the referent. While thdndeed, we have argued elsewhere (Anderson ¢
referent propositions in this example come fronReder, 1979; Reder, 1979) that such elaboratio
a classic Schank and Abelson (1977) scriptan have significant consequences for thei
there is nothing in the model that requires thismemory of the sentences. However, it turns ou
The referents could come from another story, fahat we do not need to make such assumptior
instance. The sources of the referent just needito order to account for a number of classic re-
be some well-encoded structure in declarativeults about inference in sentence memory
memory that contains propositions that can bRather, they can be explained simply by the us
put in correspondence with the propositions iof referents.
the story. Our concept of a referent is similar to The parsing model we use is essentially ¢
Sanford and Garrod’s (1998) scenario and owrcaled-down version of the ACT-R model devel-
use of the referents is similar to their scenarioped by Lewis (1999) for simulating compre-
mapping except that they do not build up a sepdrension effects. It assumes that, with each wor
rate propositional representation. processed, the participant retrieves the syntacti
The representation in Fig. 3 illustrates someategory of the word and uses that knowledge t
of the potential for inferences based on thesetegrate the word into a syntactic parse of the
referent links to prior knowledge. Suppose aentence. Lewis’s work is more concerned with
participant can retrieve just one chunk from sentence complexity and garden-path effect

their connections to the propositions in a referent.
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than are we, and he models these effects by exd the meaning dob (denoted BOB* in the
trieval of declarative fragments of the parse treégure). The model is biased to believe that ini-
We assume the participant is only parsing sintial nouns are agents, so this link is labelec
ple sentences without significant ambiguities agent The context slot of this link is filled with
syntactic complexities. Our model builds up #he valueexperimentand the referent link is left
propositional representation as it builds up thenset to reflect the fact that we postpone the re
parse tree. When the propositional representaieval of a referent until the end of the sentence
tion is complete, it will attempt to retrieve theThe process repeats for each new word, with th
referent. Elsewhere (Budiu & Anderson, 2000¢ategory of the word and the state of the tree
we have argued that in at least some situatiom$luencing which productions fire. When the
participants are also retrieving a referent for thend of sentence is reached, the model looks for
sentence before they finish reading it. As a sinpng-term memory referent which has a seman
plification, we postpone retrieval of a referentic structure similar to the semantic structure it
until the end of the sentence, but it is not essehas just built. The relatively long latency (465
tial to the model. ms) at the end of the sentence reflects the tim
Figure 4 shows how the propositional andor separate productions to set up the retrieval
semantic representation is built when theetrieve the referent, and modify the semantic
ACT-R model processes the active sentenahunks with the referent.
Bob paid the-waiterThe noun phrases are hy- Figure 5 shows how the model comprehend:
phenated to represent the assumption that tkiee passive sentencehe-waiter was paid by
determiner—noun combination is processed &oh The process is very similar to the one for
one encoding. This is roughly consistent witlithe active sentence: At first, the model consider:
eye movement data (Just & Carpenter, 1981he initial nounThe-waiteras an agent. Only
and serves to eliminate any differences besfter it recognizes that the auxiliary plus the
tween processing of phrases likbe-waiter verb make the sentence a passive does it upds
and Boh the representation to reflect that the concep
For each word, there is a cycle of three prd-WAITER is a patient. To perform the update,
ductions which fireRead-wordtaking 100 ms the model takes a little more time because i
to encode the current worBetrieve-Typetak- needs to retrieve the link betweBroposition1
ing about 50 ms to retrieve the syntactic catend *WAITER in order to be able to change the
gory of the word; and a variable third produceld agentlabel to apatientone. As before, the
tion that actually uses this information tgrocessing of the sentence ends both with the re
appropriately augment the syntactic and sematnieval of a referent and with the updating of the
tic structures. To illustrate, at the beginning dinks in the semantic representation so that the'
the sentence, after reading the wB@band re- point to the retrieved referent.
trieving the fact thaBobis a noun, the model The traces in Figs. 4 and 5 display the time
builds up the parts of the syntactic tree and ¢diken by the productions. We now present the
the semantic representation corresponding éguations that determined these timings.
Boh For the syntactic tree, the model creates , _ _
new nodesNP1andSentencellto denote that it ACT-R’S Subsymbolic Assumptions
is dealing with a new sentence and a new nounTo this point we have largely described ACT-
phrase and also new links to relate these nodesas a symbolic theory in which discrete pro-
(namely, a link which encodes thBbb is the ductions are fired and discrete chunks are re
head of the new noun phrabd1 and a link trieved. However, underlying ACT-R is a
which records thalP1is the first argument of subsymbolic layer of continuously varying
the sentenc8entence)l For the semantic repre-quantities that determine which productions and
sentation, the model builds a new noBeofpo- chunks are selected, if any, and the latency for
sition-4) corresponding to the new propositioneach chunk’s retrieval. Processing at the sub
and then it creates a link betweRroposition-4 symbolic level is controlled by quantities called
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FIG. 4. Time frames in the parsing of the active sentence, “Bob paid the waiter.
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FIG. 5. Time frames in the parsing of the passive sentence, “The waiter was paid by Bob.”

activations in the case of declarative memorgmentg in the goal that send it additional acti-
and utilities in the case of procedural memoryvation:

Also, while the computation at the symbolic

level is serial, the computation at the subsymA =B + szSji-
bolic level is parallel. Underlying the firing of a ]
single production is a large amount of paralleThe base-level activation varies with the fre-
activation computation and parallel utility com-quency and recency of use according to the fol
putation. lowing equation:

The activation of a chunk is determined by its
base level and its associations to elements B =In0Y t 40
the current context. The following equation de- %Z J %
scribes the level of activatiory, of a chunki in =
terms of its base-level activatioB,, that reflects wheret; is the time since thigh use of the chunk
its past history of encodings (as defined belongnd d is a parameter controlling activation
as well as the strengths of associatip,to el- decay. As developed in Anderson (1982) and ex

Activation Eq. (1)

O
Base-Level Learning Eq. (2)
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tensively tested in Anderson, Fincham, andording to how well they have performed in the
Douglass (1999), this equation both predicts thgast. The measure of production performanc
power law of learning (Newell & Rosenbloom,s called utility. There is one such quantity as-
1981) and the power law of forgetting (Wickelsgciated with each production and it is calcu-
gren, 197.2). For qurrgnt purposes, the SUMMRted asPG — C, whereP is the probability

tion in this equation implies that the more &g \which the production has led to a success

chunk is used, the stronger will be its encoding completion in past attempte, is the aver-

The decay functionj’d implies that the base- t of time that it took t h
level activation will decay with time. Elsewhere?d€ amount of timeé that it took 1o reach com-

(e.g., Anderson & Lebiere, 1998: Anderson 8plet_ion_, andG is the value of successfully
Reder, 1999) we have elaborated a theory 8fhieving the goal. The parameterandC are
strength of associative activation [thaVS; in based on past experiefiagith the production
Activation Eq. (1)], relating it to things like thewhile G is a parameter to be estimated. ACT-R
fan effect; however, for current purposes it iselects the production with the highest utility
enough to assume that this produces a boost f@lue, but because of noise in these utilities
elements associated to the goal. The base-lewgére is only a probability that any production

learning equation above is at the heart of the agji| be selected and this is given by the follow-
plications reported in this article that are conpg equation:

cerned with the retention of a sentence over var-

ious delays. We model data assuming there Abability of choosing= _°
one decay constard for both syntactic and ye
propositional information about the sentencavhere the summation in the denominator is ove
Furthermore, taking the strong commitmenthe productions, that currently match the goal.
from other ACT-R models (Anderson &This is a softmax rule which tends to select the
Lebiere, 1998) we have fixed this decay corhest production. The parametereflects the
stant at .5. This is one instantiation of our claifyise in the estimation of production utility and

that all levels of information about the SeNtence alated to the variance. of this noise by the
have the same memory properties. '

The activations are noisy quantities and flu€duationt=véo/m  The units of utility are sec-

tuate around their expected values. A chunk c7ds and throughout this article we use a con
be retrieved if its activation value is above gtantestimate fdrof .05 s. One theme in a num-

threshold 7. The probability of retrieving a ber of the models that we describe is that ther

chunk with expected activatiohis given by the a'€ multiple strategies for answering question:s
following equation: about sentences and that participants choos

among these strategies according to their exper
Retrieval Probability Eq. (3) enced utilities.

Ei/ . .
‘/1 , Conflict Resolution Eq. (5)

Ej

1

Probablllty = TA—T)/S,

L o Summary
wheresreflects the noise in the activation values

and is related to the varianes,of the noise by ~ We have now described the basics of the
the equatiors=+3c/7m  The activatioA, of a ACT-R theor_y and the general representation
chunk is also related to the time to retrieve it b§Nd Processing assumptions. We have also de

the following equation: Scribed a model for sentence processing withir

. A ' . the theory. The important assumptions for pur-
Time=Fe ™, Retrieval Time Ed. (4)  poses of testing the theory are (a) a minimal
whereF is the latency scale factor. processing of the sentence which derives &

The preceding equations describe the subarse tree, a propositional representation, an
symbolic part of ACT-R’s declarative memory.
The procedural memory also has SUbSymbO“CZ In the simulationd” is set to the actual probability of

aspects. When there are a set of productioggcess in the simulation a6do the actual processing time
that can apply, ACT-R chooses among them aictook the simulation.



THEORY OF SENTENCE MEMORY 347

a referent if one can be found and (b) thé¢he issue of whether a single proposition is re
same retention function for all information. Weally fragmented into a number of separate
have yet to describe how the model deals witbhunks as assumed by the ACT-R model. This i
the memory tests, as this depends on thitee only model that looks at sentence recal
specifics of the particular experiment’s testingneasures rather than sentence recognitio
procedure. However, data from the experimeasures. In our model for the data from this
ments will be modeled assuming either a diexperiment we make extensive use of situatione
rect effort to retrieve information from the sen-+eferents. We also make extensive use of situe
tence encoding or an effort to use the referentional referents to model plausibility and recog-
if there is one, to infer an answer for thenition judgements in Reder (1982). That experi-
memory task. ment was primarily concerned with latency
measures. We adapt that model to account for

THE EXPERIMENT MODELS similar experiment by Zimny (1987), which is

Table 1 lists the experiments that are modelebncerned with probability of recognizing sen-
in this article and the parameter estimates foences. The Reder model is also adapted to a
these experiments. We start with a model for aount for data from Schustack and Andersor
experiment described in Anderson (1974) that (§979) showing that sometimes situational ref-
concerned with the processing of surface arments can result in increased ability to recog
propositional information. Next, we discuss amize studied sentences. This model is in turr
experiment by Anderson (1972) that addressaslapted to account for results from Bower,

TABLE 1

The Experimental Models and Parameter Estimates

Anderson  Anderson Reder Zimny Schustack & Bower, Black,
(1974) (1972) (1982) (1987) Anderson (1979) & Turner (1979)
Latency Scalé&) 0.30s As Anderson  As Anderson  As Anderson  As Anderson As Anderson
(1974) (1974) (1974) (1974) (1974)
Time to Read a Word 0.10s As Anderson  As Anderson  As Anderson As Anderson As Anderson
(1974) (1974) (1974) (1974) (1974)
Intercept 0.65s Not used 0.85s As Reder As Reder As Reder
(1982) (1982) (1982)
Utility Noise(t) 0.05s Not used As Anderson  As Anderson Not used Not used
(1974) (1974)
Activation Noise$) Not used 0.2 As Anderson  As Anderson  As Anderson As Anderson
(1972) (1972) (1972) (1972)
Ret Threshold) Not used 0.3 As Anderson  As Anderson  —0.05 As Schustack &
(1972) (1972) Anderson (1979)
Slip Probability Not used Not used 0.12 0.24 0.125 As Schustack &
Anderson (1979)
Goal ValueG) Not used Not used 34 10.5 Not used Not used
Guess Latency Not used Not used 0.80s As Reder As Reder As Reder
(1982) (1982) (1982)
Model Unique pggf)sg p(PIau.zl(l))Ie) Plaus rated 3.5
A =0.25 p(guessy¥ .06  Seen rated 6.0
Number of experiment-
specific parameters 4 5 5 2 3 3
LatencyR? 991 — .954 — — —

AccuracyR? — .992 .859 .923 .999 . 995
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Black, and Turner (1979) showing that situathan of the propositional form. The analysis was
tional referents can sometimes result in pooréasically as follows: Immediately, participants
discrimination of target sentences. At the end difad access to a surface trace and made the
this article we return to the issue of the stabilitudgements on the basis of that, producing e
of the parameter estimates. All of these modedapid response when there was an exact matc
are available by following the “Published Mod-of form. This surface trace decayed with delay
els” link from the ACT-R home pageand the participant was left with the proposi-
(http://act.psy.cmu.edu). The interested readgonal trace that did not encode the voice of the
may inspect the details of these models, obserswidied sentence. There was a large effect of tf
them run, and check their behavior with otheroice of the probe sentence at delay becaus
parameter settings. participants had to comprehend the sentence f
_.match propositional traces and passives tak
Anderson (197_4): Surface versus Proposmona|Onger to comprehend (compare Figs. 4 and 5
Representations The ACT-R model fit to the data in Fig. 6 largely
Anderson (1974) reported an experiment ireproduces the account in Anderson (1974) bu
which participants studied sentences either ihdoes not assume a differential forgetting of the
the active voice or passive voice and then hadtwo traces. Still it does a good job of fitting the
judge whether active or passive test probes wesHect of delay because of the differential com-
implied by these sentences. The foils switchgulexity of surface and proposition traces (see
the roles of the agent and object. Thus, the origig. 2).
inal study sentence might be eithiEne-sailor Figure 7 is a schematic representation of the
shot the-painteor The-painter was shot by the-model we implemented, which is essentially the
sailor and the participants would later be askechodel described in the original Anderson
to judge whether a test probe followed from th€1974) article. Figure 7 also gives the range o
studied sentence. For either of the sentences thmes for each step which vary with delay and
true sentence would be either that sentence waice of the sentences. The actual ACT-R mode
the other form. For either of the sentences fadlan be accessed at the “Published Models” lin}
sentences could be either active or passive asainthe ACT-R website. Here we just review its
The-painter shot the-sailoor The-sailor was basic logic. The model chooses between a vel
shot by the-painter batim and propositional strategy. If it chooses
Thus, the trials could be classified by théhe verbatim strategy it never parses the prob
voice of the study sentence (active or passiveentence but rather immediately retrieves a sul
the voice of the probe sentence (active or pafsce trace from memory that contains the firsi
sive), and whether the probe sentence was a taoun phrase of the probe sentence. Then
get (true) or a foil. Participants were tested echecks to see whether the retrieved sentence a
ther immediately after reading the studyhe probe sentence match on first noun phras
sentence or at a 2-min delay. Figure 6 displayerb auxiliary, and verb. As in Anderson (1974),
the results from these two conditions. The positis assumed that the participant never reads th
tive judgments in the immediate condition showecond noun phrase, as all probes in the expel
a strong interaction between the voice of th@ent can be judged without the second noun. |
studied sentence and the probe sentence, widltt, the model in Fig. 7 only checks for verb
participants much faster for targets for whiclauxiliary and does not read the main verb if
the voices match. The data at a delay are quiteere is an auxiliary. The model starts out with &
different and show a large effect of the voice aksponse index set to yes and switches it shoul
the test sentence with participants taking longé#ne subjects mismatch or the verb auxiliaries
for passives. mismatch. When judging a passive transforma
At the time this experiment was publishedtjon of an active studied sentence or vice verse
these data were taken as evidence for more rapioth subject and verb auxiliary will mismatch
forgetting of the surface form of the sentencand the response index will be switched twice
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FIG. 6. Results from Anderson (1974) and ACT-R predictions in bold lines.

from yes to no and back to yes. Such sentenassed to be retrieved from the verbatim represer
take longer to judge, not because of this réation—two to four to retrieve the sentence (de-
sponse switching per se, but because of tpending on whether the studied sentence wa
more complex processes of retrieving the targattive or passive) and five to match the subjec
sentence. The noun used to retrieve the senteacel verb auxiliary. This reflects the differential
in step 2 will be the first noun in the probe butomplexity of the surface versus propositional
the second noun in the retrieved sentence. Whespresentations in Fig. 2. For every chunk in the
the participant has to retrieve the subject of theopositional representation there are two ol
memorized sentence in step 3 this will be diffemore chunks that need to be retrieved in the vel
ent than the noun retrieved in step 2 and so thdyatim representation. Moreover, there are fewe
is not a benefit of a recent retrieval. cues for retrieving the chunk in the case of the
If the participants adopt the propositionaverbatim representation. In checking that the el
strategy they must first comprehend the prolsments of the retrieved proposition match the
sentence and this comprehension will show @obe proposition, each chunk can be cued witl
large effect of whether the sentence is active both the retrieved proposition and the concep
passive. Having done this, the probe propositiqe.g.,Proposition-4and *Waiter in Fig. 2b). In
can be more economically matched to the meroentrast, there is only one cue available for eac
ory representation. In all, four chunks must beetrieval in checking the verbatim representatior
retrieved from the propositional representatiohecause of the extra intervening layer of syntac
to complete the matching—one to first retrievéc phrase structure (NP1, VP1;M and NP2 in
the proposition and three to match the agerfig. 2a). In summary, there are fewer retrievals
verb, and object (these are the chunks encodiimgthe case of the propositional representatior
links in Fig. 2). In contrast, seven to nine chunkand more sources of activatigis[in the Activa-
tion EqQ. (1)] to guide these retrievals. Therefore
% For example, when using the verbatim strategy, if thparticipants are faster at retrieving the proposi
probe sentence is “The-sailor shot the-painter,” the modglonal structure.

looks for any surface representation involving the-sailor Table 2 summarizes the comparison of the

(step 2 in Fig. 7). If the studied sentence “The-painter was rbatim and iti | strateqi h
shot by the-sailor” is retrieved, the-painter will have to b erba a propositional strategies when rur

retrieved from this sentence to compare to the-sailor (ste[ﬂérOUgh _ the simulation de_scribed_ f':l_bove. The
in Fig. 7). propositional strategy requires an initial parsing
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1. Detect Probe,
Choose
Strategy
0.20 sec
Verbatim Proposition
2. Retrieve a
Sentence 5. Parse
Sentence
.18 - 0.
0-18 - 0.95 sec 0.80 - 1.31 sec
L
3. Subjects 6. Retrieve a
Match? Proposition
0.23 - 0.86 sec 0.21 - 0.29 sec
y \4
4. Verb 7 p it
Auxiliaries -M r?phoosl lons
Match? aten
0.24 - 1.46 sec 0.33 - 0.66 sec
8. Respond
0.45 sec

FIG. 7. The model derived from Anderson (1974) which describes the processing of the sentences.

but places less demand on memory. The initiaktimated as 0.65 s. These intercept times als
parsing takes .80 s for actives and 1.31 s for paspply to the verbatim strategy. The verbatim
sives for an average of 1.05 s. This parsing tinstrategy avoids the 1.05-s parsing cost but has
does not vary with delay but the matching timgreater matching cost. The matching costs ar
does because it involves retrieving more or leds01 s in the immediate condition and 2.25 s ir
active studied information from memory. In thehe delayed condition.

immediate condition, the matching takes an av- Putting the component times together (inter-
erage of 0.67 s. In the delay condition theept, matching, parsing), the model predicts
matching takes an average of 0.94 s. Thus, thes6 s for the verbatim strategy versus 2.37 s fo
effect of delay for the propositional strategy ishe propositional strategy in the immediate con:
to increase the retrieval time by 0.27 s. In addiltion and 2.90 s versus 2.64 s in the delaye
tion to the parsing and retrieval times there is aondition. These times influence choice be-
“intercept time,” which is the time to initially tween the two strategies through the Conflic
detect the probe and generate a response anRésolution Eq. (5) given above. The different
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TABLE 2 time with delay. The slightly better fit of the
Analysis of Strategy Selection in Anderson (1974)  model reflects the fact that this unification cap-
tured some subtle trends in the data that were i

I?;g‘;?:gg g:?gfgs) nored in the original model. The two key ele-
ments to the unification that ACT-R provides are
Verbatim Strategy the theory of activation decay built into the
Matching Time 1.01 2.25 Base-Level Learning Eq. (2) and the theory of
?gglcept ff: 20';305 strategy selection built into Conflict Resolution
Propositional Strategy ' ) Eqg. (5), which determined which branch was
Parsing 1.05 1.05 followed in Fig. 7.
Matching Time 0.67 0.94 The basic insight is that the difference be-
Intercept 0.65 0.65 tween results from using the verbatim and
Di;g:ZLce 75'7317 g_'gg propositional representations is not a conse
Probability of Verbatim 100% 0% guence of inherent differences in their retentior

properties. The reason why differences are ob
served between verbatim and gist information is
because the verbatim representation encode
costs in time result in completely different teneach word in the hierarchical parse structure o
dencies to select the verbatim strategy—2100%e sentence while the propositional represente
in the immediate condition and 0% in the detion encodes the essence of the sentence (at le:
layed condition. The reader can confirm theder purposes of this experiment) in a more com:
percentages by substituting these times (negaact (fewer chunks) form. This compactness
tively weighted) into the Conflict Resolutionmeans fewer and more efficient retrievals. Wher
Eqg. (5) and using the valuetof .05 s, which is we look at the experiment of Zimny (1987),
the noise estimate throughout this article. which used accuracy measures with longer de

In addition to thet parameter, the other pa-lays, we also see that the more compact repre
rameters estimated for this experiment were aentation means that fewer things can be lost t
follows: intercept time= 0.65 s,F parameter in forgetting.

the latency time equation 0.30 s, and time to
read a word= 0.10 s. Anderson (1972): All-or-None versus

Thus, in total there are four parameters and, Fragmentary Recall

except for the intercept, they are held constant Representational complexity in the previous
throughout the article. The intercept and wordexperiment was measured in terms of the num
reading times are reasonable in absolute ternter of chunks it took to encode the propositiona
The F parameter and the expected-gain noiseepresentation and the syntactic representatiot
are both in the ballpark of other estimates ifihese representations, with separate chunks fc
ACT-R modeling (e.g., Anderson & Lebiere,each term, might strike the reader as quite frag
1998). The overall correlation between theorgnented. For instance, Kintsch (1974) or Ander-
and data is .996, which compares to the correlsen (1983) would treat the proposition in Fig. 2b
tion of .976 reported by Anderson (1974) for as one unit rather than three separate chunk
model with more parameters. Such a fragmented representation implies tha

The good fit of this model derives in largave should observe fragmentary sentence reca
part from the good fit of the model in Andersosuch that some but not all of the concepts fron
(1974), since Fig. 7 is adapted from that articlehe proposition might be recalled. There is
The substantial parameter reduction reflects tiekearly fragmentary recall of propositional in-
fact that ACT-R was able to unify many thinggormation as was documented in Andersor
which the other model had to estimate sep§t972). There has been some controversy ove
rately such as probabilities of verbatim strateggyne magnitude of this partial recall, with R. C.
in various conditions and changes in processifgnderson (1974) dismissing it as insignificant
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while others developing special theories to a&robability Eq. (3). Because the surface struc
count for it (Jones, 1978). Figure 8 plots the datare was unlikely to be available at the delays
from Anderson (1972) and illustrates the halfused in these experiments (about 10 min), the
empty, half-full nature of this debate. The figurenodel we produced only used the propositiona
plots number of concepts recalled from semepresentations like those in Fig. 2b. The mode
tences consisting of four (Experiment 1) or fiveepends both on the propositional encoding an
(Experiments 2 and 3) concepts. In the case of the referent pointed to by the propositional
four concepts, the sentences were of the foramunks but first we discuss what can be
“In the park the hippie touched the debutantedchieved by just the propositional encoding.
And in the case of five concepts Andersofhe propositional representation by itself pro-
(1972) used sentences like “In the park the higluces a certain all-or-none character in the re
pie touched the debutante at night.” call. The probe consists of a single word and, tc
If a sentence hasconcepts and one concept idbegin recall, the participant must retrieve the
used to cue recall of the sentence, there reé 2chunk that contains the probe concept. Fron
possible patterns of recall including all remainintghis chunk, the participant can retrieve the
items recalled, no items recalled, and varioysroposition, which is necessary for the recall of
possibilities of partial recall. The data in Fig. &e remaining terms. Thus, conditional on re-
are plotted in terms of the proportion of trials otrieval of the chunk encoding the probe, the
which various patterns occurred with zero to foysrobability of the various recall patterns satisfies
concepts recalled. Except in the case of zetie binomial formulg™ X (1 — p)", wherep is
items recalled or total recall, there are multiplehe probability of recalling a chunk encoding
possible patterns of partial recall. Figure 8a plothat a term occurred in the propositiomjs the
the proportion of each possible pattern for a givetumber of other terms recalled, andis the
number of words recalled. Figure 8b plots theumber not recalledHowever, before any term
total proportion of all patterns for a given numbecan be retrieved from the proposition, it is nec-
of words recalled. In all of these experimentsssary to retrieve the chunk connecting the
about 60% of trials resulted in total failure of reprobe term to the proposition. The probability of
call. The real interest lies in the distribution of theetrieving this probe chunk ip. Thus, this
remaining data in terms of the probability of anodel predicts that the probability of retrieving
particular pattern of items being recalled as @ elements and failing amis:
function of the number of items in the pattern.
With the exception of recalling nothing, the eve
of recalling all elements is much more frequent
than any other specific recall pattern (see Fig. 8ajhere the firsp in the first line reflects the re-
however, there are many possible patterns of parieval of the probe chunk giving the proposition
tial recall and the total frequency of all of thesand the first - p in the second line reflects the
patterns of partial recall is about double the frdailure to get to the proposition. Interestingly,
quency of perfect recall (see Fig. 8b). The prob&oss and Bower (1981) found that a mathemati
bilities of partial recall were 24, 26, and 29% ircal model such as the one given above does
the three experiments while total recall was 1200d job in predicting recall of unrelated word
10, and 18%. Thus, partial recall is clearly aets. However, such a model cannot predict th
prominent aspect of recall despite a dispropopattern of recall from sentences. It can predic
tionate tendency to recall everything. the high frequency of zero elements recalled bu
Figure 8 also displays the predicted recafiot the high frequency of all elements recalled
patterns by ACT-R according to the Retrieval

XpML-p"=p"t (@1 -p"ifm>0
-p) +pl-p"ifm=0,

5 Throughout this discussion we derive the predictions for

“In some experiments Anderson (1972) used other fivepecific patterns of recall (i.e., Fig. 8b) from which the pre-

concept sentences but these were the ones we used in atliofion for total frequency (i.e. Fig. 8b) of all patterns can be
the simulations. derived.
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FIG. 8. Proportion of recall of various sentence patterns from Anderson (1972) and ACT-R predictions. (a) The r
proportion of each pattern with the specified number of words recalled. (b) The total proportion of all patterns with the
ified number of words recalled.

This model predicts recall patterns that correlatan use this proposition to infer what the othel
—.135 with the data in Fig. 8a (when we exterms were (see Fig. 3). Thus, the probability of
clude the data points for zero items recalled) irecalling m and not recalling n in the new model
contrast to the .995 correlation exemplified bis:
the ACT-R model that we used. PR+ (1 — R)p") if m= max

The successful ACT-R model involves an ime — Rp™ 1 — p)" if 0 > m > max
portant embellishment. It assumes that at stu@y—p) + (1 - Rp(1—p" ifm=0,

there is a certain probability that participants akgherep is the probability of retrieving a chunk

able to retrieve a referent for the target sentenGcoding that a term is in the studied proposition
So, given “The hippie touched the debutante i#ndR is the probability of finding a referent at

the park,” the participant might retrieve arstudy. This implies better recall for the sentence
episode from the moviklair as the referent. If if participants are encouraged to find referents
ACT-R can retrieve a chunk that links a probgor the sentence. Experiment 3 contained a tes
word to a studied proposition and the chunéf this proposal: Participants were asked to
contains a pointer to a referent proposition, imagine a referent for the sentence and recal
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was higher in that experiment. As Fig. 8 showsalled. Thus, even if we cannot directly recall
the major impact of this manipulation is on thethat Bob ate the meal, if he went to a restauran
frequency with which participants can retrieveordered a meal, and paid the bill we might be
all the elements (10% for Experiment 2 vs 18%yilling to infer that the meal was consumed.
for Experiment 3). Reder (1982) has referred to such a judgemer
Three parameters were estimated to fit thgs a “plausibility judgement” and noted that in
model. There was a probabilitR, of finding a most real-life situations people are asked tc
referent estimated at .20 for the nonimagery EXudge what they believe to be true and not tc
periments 1 and 2 and at .39 for the imagery Eudge what was literally stated. Other re-
periment 3. There ip, the probability of retriev- searchers (e.g., Graesser & Zwaan, 1995
ing a studied chunk, which was estimated at .44intsch, 1998) have taken such inferences as ir
However, this probability cannot be directly setjicating the creation of a situation model, which
in ACT-R but results from the setting of threeinvolves embellishing the stated material with a
other parameters: the activation of the chuninental representation of the situation implied
(A), the threshold<), and the activation noise)( by the material. A significant issue in the litera-
according to Retrieval Probability Eq. (3). Basedure on text memory is how many of these infer-
on prior models (e.g., Lebiere, 1998) we set  ences are made during normal reading of th
0.20. We chose to be 0.3, consistent with the text and how many are made only when testec
model for the next experiment (by Reder, 1982Because of the architectural commitments o
that we model. To get a retrieval probability ofACT-R, we are committed to the position that
44 we estimated A to be .25, just under thgew inferences can be made at study if study oc
threshold. curs at normal reading or listening rates. In oul
In addition to providing an excellent fit, this model, those few inferences generated durin
model provides an interesting perspective ofeading involved adding a pointer from the
sentence memory and all-or-none recall. In thishunks encoding the proposition to a past refer
model, perfect recall depends on finding a refent. This referent link enables inferences at th
erent for the sentence in past experience, nfiine of test.
on any inherent “Gestalt” properties of a \We first test the ACT-R model of such infer-
proposition. One consequence of using a refegnces with Reder’'s (1982) experiments. Thes
ent is that participants may not always recakbxperiments looked at the transition from re-
the same words but rather similar-meaningrieval-based judgments to plausibility-based
words. For instance, while “park” may be injudgments over time. In her task, participants
the sentence it might really be a “forest” in theread stories and then had to judge either whethe
referent and so “forest” will be recalled. R. C.sentences were explicitly presented as part c
Anderson (1974) reports about 20% of althe story (in the recognition condition) or
words recalled are not the actual words studieghether they were plausible (in the plausibility
but rather are semantically related to the studondition). Reder’s stories consisted of com-
ied words. Graesser (1978) similarly reportplex, free-form sentences. To simplify the syn-
that intrusions (which are a minority of the ertactic processing, we presented ACT-R with sto-
rors, the majority being omissions) tend to bejes consisting of subject-verb-object sentence

semantically related. like “Bob entered the-restaurant,” “Bob ordered
_ the-meal,” “The-waiter delivered the-meal,” and
Reder (1982): Retrieval versus Inference “Bob ate the-meal” Then ACT-R was tested ei-

There are two ways that one can decide thatlger with sentences it had studied, like “Bob en-
sentence about a story is true if one has estabred the-restaurant,” or sentences which wer
lished a referent for the whole story. One is toonsistent with the script, like “Bob left the-
try to directly retrieve it (its surface encoding orestaurant,” or in the plausibility condition with
its propositional encoding). The other is to infesentences that did not fit the script, like “Bob
the sentence from other sentences that can bedelivered the-meal.”
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Participants were tested either immediatelgelay, the 20-min delay condition 1200 s, and
after reading the story (which Reder interpretetthe 2-day delay 5000 s. The 2-day delay value i
as a 120-s delay), after 20 min, or after 2 daysaken from other research (e.g., Anderson, Fin
Figure 9 displays the latencies for the old (stu¢ham, & Douglass, 1999; McBride & Dosher,
ied) sentences (which were targets in both ti®97) showing that decay dramatically slows
recognition and the plausibility condition), forafter the experimental session is over and can &
plausible new sentences (which were foils in th@odeled by a slowing of the clock. The 5000-s
recognition condition and targets in the plausestimate is based on Anderson, Fincham, an
bility condition), and for implausible sentence®ouglass, who showed that each day after th
(which were foils in the implausible conditioh). experimental session is approximately equiva
With longer delays between reading the stofgnt to half an hour in the experiment. This may
and test, participants showed large increasesrgflect the decrease in interference when the pa
latencies in the recognition condition but a ndicipant leaves the context of the experiment.
decrease in latencies in the plausibility condi- ACT-R allows us to model how participants
tion. Figure 10 displays the error data, whickvill shift between strategies in the plausibility
show a large increase in error rates for recogrendition. Table 3 presents an analysis of the
tion judgments and relatively constant errorelative utilities of the two strategies at various
rates for plausibility judgments. delays. As can be seen, at all delays the infer

The ACT-R model for this experiment is a simence strategy has a latency advantage. This
plified version of the model offered in Redebecause the participants avoid searching for th
(1982). Reder’s model assumed that participargentences which will be futile for the three-
could judge sentences by either a retrieval stratefpurths of the probes that do not involve studiec
or an inference strategy. The retrieval strategy sentences. This advantage slightly increase
ACT-R was implemented by the same recognitiorith delay. The retrieval strategy has a slight ac
model (see Fig. 7) that we used for modeling Arcuracy advantage for judging plausibility on
derson (1974). The inference strategy involved rdiose trials involving a studied sentence becaus
trieving the referent of the story (in the precedingometimes participants did not judge nonpre:
example this would be a proposition in the restagented plausible sentences as plausible. We es
rant script) and seeing if the test proposition wamated that only 90% of these sentences woul
stored in the same script. In the plausibility condbe judged plausible by the plausibility stratégy.
tion the model either (1) tried retrieval first and
only switched to inference if it could not retrieve 7|n an immediate test Reder found that participants are
the sentence; or (2) tried the inference strate¢§% more likely to judge a sentence as plausible if it has
first, in which case it just omitted retrieval. The inbeen presented.
ference strategy is faster because of the stronger

. » . TABLE 3
encoding of the referent propositions but is some- . o N
what less accurate because some studied Séﬂglysis of Strategy Selection in the Plausibility Condition

. . . Reder (1982)
tences might not be judged as plausible (because

they are not stored as part of the script for that par- 120s  20min  2days

ticipant) but could be retrieved. Reder (1982) alsetrieval Strategy

assumed that participants mixed strategies in théccuracy ) 861 861 -855

recognition condition; however, for simplicity the Mean Time €) 2.89 3.02 3.07

ACT-R model always tried retrieval in this condi; Uity (PG-C) 26.38 26.25 26.01

: ys inference Strategy

tion and never plausibility. Accuracy P) 842 842 842

In modeling the effect of delay we assumed Mean Time C) 231 2.36 2.44

that the immediate condition represented a 120-$/tility (PG-C) 26.32 26.27 26.19
Difference in Utility 0.06 —0.03 -0.18
Probability of Retrieval .78 .37 .03

®The data in Figs. 9 and 10 are the average of Reder’s twe
experiments. Note G = 34.
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FIG. 9. Latency data from Reder (1982) and ACT-R prediction. Data are plotted for the two types of judgments (R
vs Plaus) and type of sentence (Old, New, and Implausible).
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FIG. 10. Error rates from Reder (1982) and ACT-R predictions. Data are plotted for the two types of judgments (R
vs Plaus) and type of sentence (Old, New, and Implausible).

On the other hand, every retrieved sentence aglvantage in terms of the tim€)(to produce an
judged plausible. The accuracy advantage fanswer. As described with respect to Conflict
retrieval is small because there is only a 10% aResolution Eq. (5), these factors are combine
vantage for only one-quarter of the probes thatto a net utility that is calculated &G — C.
had been studied, and this only occurs if thEhe value estimated fa® is 34° Table 3 also
studied sentence can be retrieved. This advashows the differences which lead to the differen:
tage reduces with time because a smaller prigal choice of strategies according to the Conflict
portion of the studied sentences can be rResolution Equation (5) with theparameter es-
trieved. Thus, the retrieval strategy has aimated at .05 as in the model for Anderson
advantage in terms of probabiliti)(of a cor- (1974). These probabilities are given in the fina
rect answer, while the inference strategy has &ne of Table 3.
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The attempt to judge a sentence can end timat equivalent practice would convey the same
one of three ways—ACT-R is unable to retrieveetentiveness on the studied propositions.
any proposition (studied or script), ACT-R can The standard assumption in the literature ha
retrieve a proposition that mismatches the prolieen that participants will use the most specific
sentence, or ACT-R can retrieve a propositiorepresentations if available and only use the
that matches. If it matches, the ACT-R model ranore inferential if the others are not available.
sponds yes; if it mismatches it responds no; if ndowever, the ACT-R model, like Reder (1982),
proposition is retrieved the model guesses beyakes choice among representations strategi
tween yes and no with equal likelihood. We estPRarticipants will tend to use whichever repre-
mated that participants took .8 s to make thaentation has the highest net utility. Redel
guess but we did not model these guessilf$j987) showed that participants’ choice betweer
processes. We also estimated a .85-s intercéimd retrieval and inference strategies will change
time, which is .2 s longer than in the model fodepending on which strategy has been locally
Anderson (1974). This extra time probably resuccessful.
flects the extra time to comprehend the more
complex sentences that Reder used. We also4t
Reder’s error data and to do this we had to esti-
mate a probability of making a slip and giving Zimny (1987; reported in Kintsch et al.,
the unintended response which we estimated 1090, who also report a Cl model for the exper-
be .12. We achieved a correlation of .977 for lament) conducted an experiment that had con-
tency and .927 for error rates with 5 parametessderable similarity to that of Reder (1982; also
estimated (see Table 1). These are comparaleder, 1976, 1979) but which focused on accu-
to the fits reported in Reder (1982), who estiacy of judgments rather than latency. Zimny
mated 20 parameters but also fit other aspectsi@bked at sentence memory just after reading
the data we did not. The two parsimoniestory, 40 min after studying the story, 2 days
achieved by the ACT-R model are that it doeéfter, or 4 days after. Participants were pre-
not need to estimate separate latency and aceented with verbatim sentences, paraphrase
racy parameters for the different delays and (vhich were identical propositionally to the
does not have to estimate separate probabilitigg,gieq sentences), inferences, or novel unre
of strategy selection for the different delays.  |5te4 sentences. Unlike the judgments in Rede

The basic insight of this simulation is that W, 9g2 zimny's participants were asked to dis-
can achieve the inferential capacities assomatgﬁmmate verbatim sentences from all other

Wit.h situation _m_odels by simply storing 3sentences including paraphrases. Figure 1
pointer to a existing knowledge structure. Th%

fny (1987): Surface versus Propositional
versus Situational Information

) ; ) hows the proportion accepted from the four
previous simulation of Anderson (1972) ha prop P

hown that thi nal v the basis for & ategories of probe sentences as a function ¢
sho atthis can aiso serve as the d?eiay. Participants more rapidly lose ability to

all-or-none character of recall. The subseque - .
. ) . . . Iscriminate verbatim sentences from para-
simulations will show how this mechanism can . L
Qrases than they lose the ability to discriminate

produce some of the other effects associat . " .
N . e etween studied propositions and inferences
with inferential memory. This situational or

script information is better retained than tthe demdedd :co aRdadpt thlzf;[\évot-stratigythmodel
studied propositional information because it ha{gaF we lijse orne err]_( ) 0 make ine ver
received more practice in the past and not pgatim judgments in this experiment. We as-

cause of different retentive properties. We claiiMed that participants were selecting amon
the following strategies.

8Gwas not estimated in the model (Table 2) for Anderson 1. Retrieval strategyTry to retrieve a ver-

(1974) because accuracy remained at ceiling over the shortP@tim trace (_e.g.., Flg-. 2a) to match the sen-
period of that experiment and so did not differ between the tence. Only if this fails go on to retrieve a
two strategies. propositional trace (e.g., Fig. 2b). If no
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FIG. 11. Results from Zimny (1987) and ACT-R predictions. Data are plotted for the two types of judgments (Reco
Plaus) and type of sentence (Old, New, and Implausible).

such trace can be retrieved assume the senthan the G from Reder (1982), which was 34, is
tence was not studied. This strategy will re- interpreted as Zimny’s participants placing less
ject inferences and unrelated sentencesemphasis on verbatim accuracy than did
since there are no traces of these sentencesReder’s participants on the accuracy of thei
It will reject paraphrases if either a mis- plausibility judgments.These net utilities can
matching verbatim trace can be retrieved or be converted into probability of choice through
the propositional trace cannot be retrieved. the Conflict Resolution Equation using the
It will reject verbatim sentences only if nei- same value of the noise parametef .05 that
ther the verbatim nor the propositional was used in the earlier models. We also esti
trace can be retrieved. mated a probability .24 of slipping and produc-

2. Inference strategySimply determine if ~ iNd the wrong response. The overall correlatior
the sentence is part of the script. This strat- With the data is .956.

egy will accept all sentences except novel As with the _R_eder C“Od?'* this model |IIus_-
trates how participants’ choice among strategie
unrelated sentences.

is determined by the relative availability of the
We estimate that the shortest delay was 60iemory structures. The verbatim structure i
At this delay, the retrieval strategy will enjoythe most fragile because it is the most comple:
greater success in discriminating verbatim se@nd the situation referent is most permanent be
tences (which is the participants’ task) but wiltause it has been well practiced before the ex
also take longer to execute since the chunkgriment. There are no inherent differences ir
formed to encode the study sentence are wealgé traces set down in the experiment. It is inter
than the referent chunks. As time passes, howsting to note in Fig. 11 that, according to the
ever, the accuracy advantage of the retrieviieory, even acceptance of inferences shoul
strategy disappears as memories decay ag@rt dropping after 4 days. This trend is only
their latency cost increases—just as the retightly apparent in the data but eventually this
trieval strategy lost relative to the inferencguould happen as participants come to com
strategy in the simulation of Reder (1982)pletely forget the stories that they have studiec
Table 4 presents an analysis of the relative uténd so forget the connections of the story to th
ity of these strategies comparable to Table 3 for
Reder (1982). The value of G estimated in this®The value ofG is really being constrained to produce a
experiment was 10.5. The fact that it is lowed0% strategy mix at the 40-min delay.
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TABLE 4 predictions of the ACT-R model would depend
Analysis of Strategy Selection in Zimny (1987) on the strategy. In the case of the retrieval strat:
egy, the model produces a dependence betwee
the acceptance of verbatim sentences and par:
phrases because both will be accepted if there i

Immediate
(60 s) 40 min  2days 4 days

Verbatim Strategy a propositional trace and no verbatim trace to
Accuracy P) .90 79 .60 51 reject the paraphrase. This means that in the ak
Time (©) 271 304 321 321  gence of a verbatim trace either both will be ac-

Utility (PG-C)  4.75 3.78 256 211

Inference Strategy cepted or helther will. However, in _the |mm_ed|-
Accuracy P) 67 67 67 67 ate condition of the Zimny experiment, since
Time (©) 2.27 2.42 251 2.60 the propositional trace is almost always present
\utility (PGC) ~ 3.90 3.78 370 357 this source of covariation is removed. In the im-

Difference in mediate condition, verbatim sentences are re

Utility 0.85 000 -1.14 -146 . . - . .

Probability of jected only if the participant slips and slips are

Verbatim 1.00 0.49 0.00 000 random events, uncorrelated with anything else

The inference strategy produces a depenc
ence between the recall of all three types of ser
tences because they depend on the finding a su
referent. Also note that initially the model accessful referent. We assumed in our model o
cepts few inferences and a reduced number thie Zimny data that participants always suc-
paraphrases. This is because initially the modeteded in finding a referent at study but to the
is predominantly using the verbatim strateggxtent that they did not, there would be stochas
which rejects paraphrases and inferences. This dependence. Since participants only adopt a
initial blocking of intrusions by the verbatiminference strategy at delay this predicts the ob
trace is similar to the proposal of Brainerdserved stochastic dependencies at delay. In sur
Reyna, and Kneer (1995), who find that a verbanary, the ACT-R model seems generally consis
tim trace can block false alarms. They also fingnt with the reported patterns of stochastic
that this effect decreases with delay. dependencies. It produces dependencies b

After reading an earlier draft of this articletween all types of sentences except for verbatir
Charles Brainerd asked us to consider whethsentences in the immediate condition whose ac
this model predicts the pattern of dependenciesptance rates are at a maximum.
reported in an extensive series of sentence mem-
ory studies of children and adults (Reyna & )
Kiernan, 1994, 1995: Kiernan, 1993: Lim,SchustaCk and Anderson (1979):.Sentences Wit
1993). Those experiments asked participants toReferents versus Sentences without Referent
try to discriminate among verbatim sentences, As seen in the previous models, ACT-R can
paraphrases, and inferences just as in the Zimpgoduce inferential recall simply by adding a
experiment. Of interest was how performancgointer from chunks encoding the studied
varied between immediate recall and delayqatoposition to an existing proposition in a refer-
recall (often a week later). On immediate memnent context such as a script. There is no attem|
ory tests acceptance rates for verbatim sententescopy over the structures from the referent tc
were stochastically independent of acceptaneeld explicit inferences to the sentence or stor
rates for paraphrases and inferences but the agpresentation. As we saw in the model for An-
ceptance rates for paraphrases and inferencesson (1972), this can improve memory be-
were positively correlated. On the delayed testause one can use the referent proposition to re
acceptance rates for all three types of sentenaadl the sentence. However, the referent pointe
were stochastically dependent. also creates the potential for just guessing an

We examined the issue of stochastic indeproposition in the referent even if it is not
pendence in the Zimny simulation and how th@ointed to by a chunk from the memory experi-

Note G = 10.5.
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ment. Anderson (1972) did not use sentencatarms. Perhaps a better control was one i
with known referents and thus guessing couldhich they were given the name of a nonanalo
not be assessed. We now consider two studigsus public figure at study and test—here the
that explicitly manipulated the availability ofachieved 71.6% hits and 12.6% false alarms. I
known referents. terms ofd’ and bias measures, participants wha
The experimental literature is not consisterdtudied and judged the sentences with a referel
on whether memory is enhanced for referenfradd’ values of 2.09 in the experimental condi-
consistent material. The best way to assess thimn versus 1.55 and 1.72 in the two control con:
issue is with a recognition memory paradigm iditions. In terms of bias, the value @fwas .77
which participants are tested with referent-corfer the experimental condition versus 1.67 anc
sistent sentences that came from the story ahd3 in the control conditions (where values les:
referent-consistent sentences that did not. Irtikan 1 indicate a tendency to say “yes” while
proved memory would be reflected in greateralues greater than 1 indicate a tendency to se
discriminability, poorer memory in worse dis-“no”). Figure 12 graphically represents these
criminability, and a “guessing bias” in the formdata, averaging together the two control condi
of a greater tendency to accept referent-const#ns (which is referred to as no-referent). Thus
tent sentences, whether they occurred or not. \participants were better when they had an ap
describe below an experiment by Bower, Blaclpropriate referent. Another experiment also es
and Turner (1979) that can be interpreted aablished that they had to have the referent give
showing poorer discriminability and bias. Howboth at study and at test to enjoy this benefit.
ever, first we describe an experiment by Schus-The ACT-R model we have presented pro-
tack and Anderson (1979) that can be intewides a basis for enhanced memory when ther
preted as showing increased discriminability ds a referent because it stores a pointer to the re
well as increased bias. erent proposition. Just as in the model for recal
Schustack and Anderson (in an elaboration af Anderson (1972), participants can use this
Sulin & Dooling, 1974) had participants studyreferent proposition to reconstruct the sentenc
stories about fictional figures that had parallelshen they cannot directly recall it. This refer-
to well-known public figures. Thus, they mightent-based recall can be further enhanced if w
be told that Yoshida Ichiro was a Japanesessume that participants have some tendency
politician of the 20th century who was “responaccept any proposition in the referent structure
sible for intensifying his country’s involvementnot just the one pointed to in the referent slot
in a foreign conflict” and other such facts conThe former process is responsible for the bette
sistent with the American president Lyndomemory while the latter process is responsible
Johnsort? In the experimental condition partic-for the bias.
ipants were told about the parallel and were re-In adapting the ACT-R model of the Reder
minded at test. They were asked to identify setask for this experiment, we estimated three pa
tences which they had studied. They were testemimeters. One was the retrieval thresho[dee
with sentences that they had studied and thRetrieval Probability Eq. (3)], which was set to
were true of the parallel as well as sentences tha0.05. The second parameter was the slip pa
they had not studied and were true of the parakmeter, which was .125. The third was the prob-
lel. Participants achieved 87.9% hits on the taability of accepting the probe if it was part of the
gets while showing only 17.9% false alarms oreferent’s history but not connected to a studiec
related targets. In one control condition theproposition. This was .06 and reflects the bias tc
were not informed about a parallel at study accept related sentences. Tdievalues are 2.10
test and achieved 67.3% hits and 13.6% faléer the experimental conditions and 1.71 for the
controls and th¢8 values are .82 for the experi-

1% Note that these analogies are not scripts in the Scham<ental condition and 1.65 for the controls.

and Abelson sense but reflect the more general sense of klf]d?l’ any parameter setti_ng _th_e m‘_)(_jel _WOUld
erents in our model. predict greater bias and discriminability in the



THEORY OF SENTENCE MEMORY 361

0.9
0.8 ~

o7 { =
0.6

-o- Te; ets
0.5 “E- R

0.4
0.3

0.2 —

0.1 4

Percent Acceptances

Referent No Referent

FIG. 12. Percentage acceptance of targets and foils from Schustack and Anderson (1979) and ACT-R predictio

referent condition. Given that ACT-R predictsber of stories—0% for one story, 50% for two
the qualitative result, its good quantitative fit isstories, and 100% for three stories.
not surprising, as there are three parameters and\Ve attempted to fit these data with the same
four data points. Thus, the most important resuthodel and parameters that were used for Schus
is the qualitative conclusion that ACT-R predictgack and Anderson (1979). This required finding
a discriminability advantage for the referent cona way for ACT-R to give confidence measures.
dition in this paradigm. We use the parameter e&Vhile we could have developed a more elaborate
timates from this experiment to predict the nexttheory of confidence judgments and have done
) so elsewhere (Anderson, Bothell, Lebiere, &
Bower, Black, and Turner (1979): Single versu§yyressa, 1998b), it would be a digression to dc
Multiple Uses of Scripts so here. Therefore, we simply assumed that par
Although Schustack and Anderson (197%jcipants assigned a mean rating of 1.0 to unrec
presented a situation in which providing a refegnized script-unrelated sentences, 3.5 to unrec
ent improved recognition accuracy, an experbgnized script-related sentences, and 6.0 t
ment described by Bower, Black, and Turnescript-related sentences that they thought the:
(1979) reversed this result. In their experimentecognized. Otherwise the model and parameter
participants studied one, two, or three stories invere the same as for Schustack and Andersor
volving the same script such as visiting a heals Fig. 13 illustrates, the model did a good job of
professional. Their participants were asked t@producing these data (the correlatiorr is=
give recognition ratings of sentences on a sca@98). The model produced an increasing effec
from 1 to 7 (1= high confidence rejectiod = of number of stories on related foil acceptance
guessing7 = high confidence acceptarc€&ig- because a proposition studied in one story can b
ure 13 displays the recognition rates for targetaccepted as foil in another story. As an example
script-related foils, and script-unrelated foilsof how this can happen, suppose the participan
The recognition ratings for studied sentenceéss studied one restaurant story that includes
and unrelated foils did not vary much as a func- “Dan ordered the-meal” and another restau-
tion of the number of stories studied. On theant story that includes “Bob ate the-meal.” In
other hand, the ratings for script-related foils inthe structure of the Bower et al. materials, the
creased from 3.91 to 4.62 to 4.81 for one, twdéprdered the-meal’ proposition would not be
and three stories, respectively. It is worth notingtudied with Bob and “ate the-meal” proposition
about the design that the probability that thesgould not be studied with Dan. Then the partic-
foils appeared in another story varied with numpant was tested with “Bob ordered the-meal.”
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FIG. 13. Mean ratings for targets and foils from Bower, Black, and Turner (1979) and ACT-R predictions.

The participant can find a referent pointer fromelative to conditions in which the story has no
the-meal to the “person orders the-meal” in theeferent or the referent is also used for other stc
restaurant script because of the story studiei@s.

about Dan. Retrieving a referent proposition

serves as the basis for accepting the probe CONCLUSIONS

proposition just as it had in the previous models. It is not a trivial matter that one can imple-
The conclusion from this model and the one fanent models of sentence memory in a cognitive
Schustack and Anderson is that use of a scrigtchitecture. This is because the architectur
sentence in one story makes it available both foomes with certain commitments that are nof
correct recognition in that story and for fals@resent when building a model from scratch.
recognition in other script-related stories. It iIACT-R has commitments about the nature of the
worth understanding why Bower et al. foundetention function which are at odds with com-
poorer discriminability while Schustack andmonly held beliefs about the differential forget-
Anderson found increased. Bower et al. usdihg of different types of sentence information.
foils from other stories which produced indt also has a commitment to serial processing &
creased false alarms. On the other hand, they dite symbolic level which might seem at odds
not have a condition like Schustack and Andewith evidence about inferential processing.
son where there was no recognizable referentTlhus, success in this modeling enterprise consti
is in this condition that targets are more poorliutes a significant test of the architecture. Also
recognized. In summary, if a referent is used faince this architecture models cognition in mul-
a single story it conveys a benefit on that stotijple domains (Anderson & Lebiere, 1998) our
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success provides support for the view that theteces—a verbatim trace and a propositiona
is nothing special about sentence processing toace—and that participants vary in their prefer-
sentence memory. Finally, the architecture camnce for using the two traces. However, unlike
bring new integration to a domain like sentenc@eyna and Brainerd, the ACT-R model does no
memory by explaining the selection among thassume the differential decay although the ver
various strategies that a participant might brinigatim trace is harder to reinstate at a delay be
to bear in recalling a sentence. Basically, particause it is more complex. The ACT-R model
ipants tend to choose the strategy that deliveatso offers a systematic basis for deciding whict
the best combination of high accuracy and shatrategy participants will prefer.
processing times and the best strategy canAnimportant consequence of the model’s pa:
change with delay (basically, the point made irameter commitments was minimal inferential
Reder, 1988). processing. Like other theorists (Graesser
The significance of modeling these six experSinger, & Trabasso, 1994; McKoon & Ratcliff,
iments somewhat depends on the consistency B8992), we acknowledge that, given enough time
parameter estimates. The decay parameterpeople can elaborate what they are studyin
was kept at .5 throughout all simulations as it isvith a great many inferences. Indeed, we (An-
in all ACT-R models (Anderson & Lebiere, derson & Reder, 1979; Reder, 1979) have ar
1998) and as it has been estimated in a extegued that in many conditions where participants
sive empirical investigation (Anderson, Fin-are trying to remember material they elaborate
cham, & Douglass, 1999). The rest of the parichly on the material with great consequence
rameters are displayed in Table 1. With twdor their memory. However, what is striking to
exceptions the common parameters are remarks is that such elaborations are not necessary
ably consistent. Both exceptions are associategcount for much of the data. By simply estab-
with the Zimny model that dealt with verbatimlishing a pointer to a referent, the participant car
memory judgments at very long delays. TBe both enhance memory for the target materia
parameter, measuring the value of accuracy wasd prime retrieval of related material. It is not
lower by a factor of 3 and the slip probabilitynecessary to make explicit inferences by map
was higher by a factor of 2. Our model for thisping over the information to the current context.
task was built on the assumption that the laterNot only would the generation of such infer-
cies for the memory judgments could be preences be time consuming but, unless we wante
dicted from the model for the Reder task. Howto attribute special mnemonic properties to thes:
ever, since no latency data are available it wasferences, they would be unlikely to be suc-
not possible to check these assumptibnd cessfully retrieved at delay. The way to get suct
qualification on the generality of the conclu-strong inferential effects in memory at delay is
sions here is that our model only has been dés count on well-established referents already ir
veloped to apply to simple and unambiguoukng-term memory.
sentences. Itis an open question how well it will Graesser, Singer, and Trabasso (1994) lay ot
generalize to more complex sentence forms. a set of different types of inferences that might
Our model has numerous similarities to thbe made during comprehension and they clas
fuzzy trace model of Reyna and Brainerdify different comprehension theories according
(1995). Like that theory we assume these two which of those inferences a given theory
claims that participants make. It is worth re-
Yactually, we have since learned from Zimny (personaYi€wing how our own model stands with respect
communication) that her study involved a word-by-wordo this set of inferences. The ACT-R model
presentation procedure with 300 ms/word and participaniilds chunks that represent the role of the argu
took less than a second after presentation of the sentencedants in the sentence. This might require re

make their judgments. This yields total times comparable to vina the ref t of d
those produced in Table 4 by the Reder model, but the dﬁo . g the referent ot a noun or pr9”°“” or de
ferent procedure suggests our extrapolation of the Redeiding the role of an argument—which Graessel

model to her task will be only approximate. et al. call local coherence inferences. However
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our model will not build inferences if they re-and the relevant inference is strongly associate
flect new propositions that require new chunkso the referent, spread of activation will cause
The only inferential elaboration postulated byhese terms to be primed as a consequence of t
our model is the tagging of the chunks represomprehension process. For instance, a favorit
senting the proposition with a pointer to a refeistory of Graesser and his colleagues involves
ent. This might also be viewed as in the servictory about a dragon kidnapping the daughter o
of building local coherence. Except as implicia. Czar. Presumably participants will vary in the
in the referent link, our model does not makamount of prior experience they have had witf
goal inferences, causal inferences, inferencesarfagon stories and what facts are represented
implicit arguments, or any of the other infertheir dragon stories. Participants who know a lo
ences that Graesser et al. list. about dragon stories are more likely to have ¢
Verification latency has been used to detestrongly encoded referent in memory that en
mine what inferences a participant has made.dbles spread of activation to highly associate
a participant recognizes an inference as fast asancepts. Thus, in our view, this research nee
stated proposition, the assumption is often madet indicate that the inferences are explicitly
that the inference must have been made whikeawn; only that they are available from the ref-
the sentences are studied. While disagreeing erents. This view is consistent with the recen
just what inferences are made, Graesser, Singersearch on memory-based text processing (e.c
and Trabasso (1994) and McKoon and Ratcli€ook, Halleran, & O’Brien, 1998; Gerrig &
(1992) agree that such latency measures are MitKoon, 1998) that shows that, rather than
strong evidence that the inference has beemaking explicit inferences, participants just
drawn during initial reading. This is a point thaprime relevant background information.
was made earlier (Reder, 1979). This is becauseTwo of the experiments we modeled (Ander-
postcomprehension processes cannot be rukssh, 1972, 1974) involved sentences that wer
out. The ACT-R model presented here illustratggesented out of a prose context while the othe
this point. Even though the inference is not gemxperiments involved sentences that were pre
erated at study participants can sometimes vesented in the context of coherent stories. The
ify an inference faster than a stated sentence loiifference in our treatment of these two classe
cause the referent is more strongly encoded thahexperiments was the availability of a referent.
the sentence and so its components can be mdfe assume that the effect of a coherent story i
rapidly retrieved. to help establish a referent for the sentence
Much of the research on different inferenc&uch a referent enables the inferential proces:s
types has used a word priming methodologyg that tends be more substantial for sentence
(e.g., Long, Golding, & Graesser, 1992presented in a coherent context.
Magliano, Baggett, Johnson, & Graesser, 1993). It is worth comparing the ACT-R model with
If it can be shown that words appearing in cekintsch’s construction-integration (Cl) model,
tain inferences can be recognized more rapidighich similarly integrates sentence processing
it is assumed that these inferences were madih a general theory of cognition. Kintsch em-
during comprehension. Research has docphasizes the notion of different types of repre-
mented that words from certain kinds of infersentations and, unlike ACT-R, does attrib-
ences are likely to be primed, particularly if theite different mnemonic properties to them.
participants are of high knowledge (e.g., Lon§lonetheless, he represents the text and the sitt
et al., 1992; Long & Golding, 1993). We thinkation model in terms of propositions and our
these results can be understood within the ciypropositional representation can be basically
rent theory in terms of the probability that theseen as an incorporation of his representatione
participants have referent experiences for thikeory into ACT-R’s general chunk-based, de-
stories studied and the probability that these reffarative structure. Kintsch emphasizes the ides
erents have the inferences represented as parttadt a separate situation model is created for the
them. If the referent experience can be fourzlrrent text in contrast to our simpler addition



THEORY OF SENTENCE MEMORY 365

of pointers to an existing referent. The repretrast, the Cl model has been elaborated to ac
sentations postulated by Kintsch are usuallgount for priming and inference effects that we
created through a hand simulation of a set dfave not addressed. It would be a good idea t
rules and so there is not a strong commitmertevelop both models toward tasks that addres
to the processing time for individual steps ofssues in common. Until this is done we cannot
comprehension. In contrast, it is ACT-R’s comimake strong claims about the real differences
mitment to processing time that forces us to ouvetween the two theories or their relative mer-
minimalist position. The Cl model assumes és. However, given that we have advanced the
spreading activation process at study that opeACT-R theory here, we should say what at-
ates over a network of propositions to converggacts us to its account: It is committed to the
on asymptotic values that play an importannoment-by-moment steps of processing sucl
role in determining the long-term memory fa-that it does all tasks from input of the words at
miliarity of the propositions, which, in turn, in- study to the production of memory responses
fluences recognition judgment. In contrast, actiat test.

vation in ACT-R [Activation Eg. (1)] operates In conclusion, this research has three majo
at test to directly determine recognition judgimplications for sentence memory research: (1
ments. Sentence recognition itself is modelell is not necessary to assume different retentiol
in Kintsch’s theory as a familiarity judgment infunctions for different types of information, (2)

which the probe evokes some global familiarityit is possible to produce rich inferential effects
response as a function of the strengths of asswithout extensive elaborations or parallel
ciations to elements in the probe. This is explicthreads of processing, and (3) the choice amon
itly an importation of the Shiffrin and Gillund different ways of answering a memory probe is
(1984) SAM memory model. Our model isstrategic in response to the relative utilities of
quite sensitive to strengths of association buhese strategies.
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